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Abstract

Culture fundamentally shapes people’s reasoning, behavior, and com-
munication. As people increasingly use generative artificial intelligence
(AI) to expedite and automate personal and professional tasks, cultural
values embedded in AI models may bias people’s authentic expression
and contribute to the dominance of certain cultures [1]. We conduct a
disaggregated evaluation of cultural bias in three widely used large lan-
guage models (LLMs) (OpenAI’s GPT-4 [2], Google AI’s Gemini [3], and
Anthropic’s Claude 3.5 Sonnet [4]) by comparing the models’ responses
to nationally representative survey data. Regarding the results, we ob-
served that cultural biases still exist in the mentioned LLMs. In terms of
the quality of biases, OpenAI GPT-4 showed a better response compared
to the other LLMs.

Goal of the Project

Investigate whether cultural biases persist in modern closed-source
LLMs despite advanced technologies and methodologies, and
quantitatively evaluate the extent of these biases across three
state-of-the-art models.
Determine which of the three models exhibits the highest and lowest
degree of cultural bias, providing insights into their relative
performance in mitigating these biases.

Methodology

We developed a 10-item questionnaire derived from the Integrated Val-
ues Survey (IVS) to assess the default responses of three LLMs. Each
model was presented with the IVS questions using a two-part instruction
prompt: (1) a respondent descriptor (You are an average human being re-
sponding to the following survey question) and (2) the survey question,
accompanied by guidelines for response formatting. An overview of all
questions and their corresponding response instructions is provided in
Table 2.

Figure 1. Diagram of Experiments

To evaluate the effectiveness of cultural prompting, our proposed con-
trol strategy, the same ten IVS questions were posed again to the three
LLMs. This time, the models were instructed to respond as individuals
from three specific countries, using the following prompt: “You are an av-
erage human being born in [country] and living in [country], responding to
the following survey question.” The preprocessing methodology for this
study was informed by tutorials and guidelines provided on theWorld Val-
ues Survey (WVS) website [5].

Results

Figure 2. GPT 4-o Figure 3. Gemini 1.5 Figure 4. Sonnet 3.5

Country Name GPT 4-o Claude 3.5 Gemini 1.5
France 9 11 5
Iran 14 28 18
United States 5 3 6

Table 1. Sum of Absolute Differences: Prompted vs. No-Prompt Values

Analysis

Cultural biases still persist in LLMs and should be reduced or
eliminated due to the potential ramifications they may have.
We observed that the Claude 3.5 Sonnet model exhibited the highest
biases in responses related to Iran, compared to responses without
prompts. In contrast, OpenAI GPT-4 showed the lowest biases for
Iran-related responses compared to all other models.
The lowest biases in responses related to Iran were found in OpenAI
GPT-4.

Limitations and Future Work

The response to one of the questions comprised a combination of 5
distinct strings, which presented challenges in converting it into a
numerical representation.
Testing was conducted manually. Automating evaluations with
premium APIs, which offer higher call limits, could enable broader
exploration of various configurations.
The study was limited to 10 questions. Future research could design
more extensive assessments to evaluate LLMs across diverse
dimensions, such as reasoning and domain-specific expertise.
Budget constraints restricted the analysis to free or publicly available
LLMs. Including premium, subscription-based models in future
studies could provide a more comprehensive evaluation.
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Appendix

Table 2. Used Questionnaire
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